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FIGURE 4. MASS CHROMATOGRAM OF AN LFSSM CONTAINING 1.0 µg/L ClO4
- AND

1.0 µg/L INTERNAL STANDARD 
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APPENDIX A (Optional)

Statistical Validation of the Regression Model Used For Instrument Calibration 

Introduction 

Selection of an appropriate regression model for instrument calibration is critical for obtaining accurate,
non-biased results and for the determination of an LCMRL and MRL.  The following guidance is
provided for labs that desire additional validation of their instrument calibration model and for labs that
may be experiencing problems meeting the QC criteria contained in Section 9 of the method.

Background 

The Calibration Range (CR) is defined as the concentration range over which the instrument has been
calibrated and results may be reported.  During the Initial Demonstration of Capability (Sect. 9.2), the
regression model used to describe the CR must pass certain minimum criteria for accuracy as determined
by the percent recovery of standards that are reprocessed (not re-analyzed) as samples.  In practice, a lab
may find that low concentration standards are consistently biased low (or high).  It may be that the
analyst has attempted to calibrate over too large of a concentration range for the chosen model.  The
analyst may change the range of interest or select a different model but be unsure if the new range and/or
model is appropriate.  The F-test for lack of fit, described below, is a statistical metric for determining if
a selected regression model (e.g., linear, quadratic) gives a non-biased estimate of the expected response,
Pred Y (area count ratio, m/z 101/107), as a function of standard concentration, x. 

General Recommendations 

! The instrument should be operationally stable.  This may require a period of approximately
30 minutes of operation with liquid flow through the IC-ESI/MS system.   

! If the desired CR is two orders of magnitude or greater, a weighted regression model will
likely be required.  Most newer instrumentation automatically allows for this type of
calibration.  For the instrumentation used in this method, it was found that a non-weighted
linear regression model yielded 90-110% recoveries of all standards, for concentrations 0.1-
1.0 µg/L ClO4

-.  If, however, the upper range was extended to 5.0 or 10.0 µg/L, a weighted
linear regression was required (weight factor = 1/x) to achieve the same results.  Using a non-
weighted linear regression across the range 0.1-5.0 or 10.0 µg/L resulted in consistently high
recoveries (115-131%) for the 0.1 µg/L CAL standards.  Choosing a short range over which
the variance is constant (e.g. 0.1-1.0 µg/L ClO4

-), or using a weighted regression model, are
both acceptable means to obtain a regression that yields accurate, non-biased results across the
range.  

! The F-test for lack of fit assumes constant variance across the concentration range.  Statistical
software is highly recommended to test for constant variance and to perform the F-test for lack
of fit; however, if statistical software is not available, the mathematical procedures described
below should result in selection of an appropriate regression model.
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Procedure

1. Prepare and inject, in duplicate, five standards that span the range of interest. Concentration is
the independent variable, x, and the dependent variable, y, is the area count ratio m/z 101/107. 
Evaluate each standard to make sure the IS area counts are within control and that the m/z
99/101 area count ratio is in control.  Tabulate concentration (µg/L), x, and response (area
count ratio m/z 101/107), y.  

NOTE: To perform the F-test for lack of fit, there must be replicates on some or all of the
levels of concentration, x.

2. Using the data obtained in Step 1, perform a non-weighted linear regression of the area count
ratio (area count ratio m/z 101/107) vs. concentration (µg/L) of ClO4

-.  

3. Decide what will be deemed acceptable recoveries for the data quality objectives of the work. 
For the example presented below, it was decided that 90 - 110% recoveries across the range
would be the criteria for accepting the model (see Table A1). 

4. To evaluate if the chosen regression model yields accurate results (i.e., constant variance
across the range), reprocess (do not re-analyze) standards as unknowns and determine the
calculated concentrations.  Determine the percent recoveries of the reprocessed standards
based on the known concentrations (see example in Table A1).  Recoveries should meet the
recovery criteria and be consistent across the range, i.e., recoveries at ALL the tested
concentrations must be within the recovery range (in the example presented here that range is
90 - 110%).  

5. If the recoveries are not consistent across the range, a weighted linear regression model should
be tested.  Reprocess the data and re-evaluate the recalculated recoveries.  If the results are still
unacceptable, delete the highest standard from the regression model and reprocess the data.  If
unacceptable results are still encountered when the range has been reduced to one order of
magnitude, there may be very poor precision between duplicate analyses.  This may signal that
instrument maintenance is required.  

6. Since the F-test for lack of fit assumes normally distributed data with equal variances for the
Y distribution (i.e., across the range of concentrations), a weighted regression model should be
tried before proceeding to the F-test for lack of fit.  Weighting will generally give better
recoveries across a wide calibration range.  When an acceptable range and model have been
chosen that yields recoveries of reprocessed standards within the set criterion for recoveries of
reprocessed standards, proceed to Step 7, the F-test for lack of fit. 

7. F-TEST FOR LACK OF FIT - The use of statistical software to perform the F-test for lack of
fit is highly recommended.  If this option is not available, however, use a spreadsheet software
program and the following directions to perform the test.  Prepare a table exactly like Table A2
and enter the data required in each column. 
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The test statistic involves calculating F* for the chosen model and comparing it to a critical F
value from a standard table of F values.1  The test statistic is as follows:

F* = SSLF / DFLOF

SSPE / DFPE

where,

F* = calculated F for regression model
SSLF = lack of fit sum of squares.  See Table A2 for calculation.
SSPE = pure error sum of squares.  See Table A2 for calculation.
DFLOF = degrees of freedom for SSLF.  Equals c - 2 for 1st order polynomial.

Equals c - 3 for second order polynomial (quadratic).
DFPE = degrees of freedom for SSPE.  Equals n - c.

c = number of concentration levels.
n = total number of observations.

Table A2 shows the mathematical calculation of SSLF and SSPE from the data obtained from
the chosen regression model (a weighted 1st order linear regression model).  The table was
completed by entering the required data into a software spreadsheet program.  In the example
provided in Table A2, n = 10 and c = 5.  Critical F(1-alpha, c-2, n-c) = F(0.95, 3, 5) = 9.01. 
The Decision rule was:

If F* < 9.01, then conclude that the regression model is appropriate.
If F* > 9.01, then conclude that the regression model is not appropriate.

In this example, the calculated F* using a weighted linear regression model was 0.8874 which
is less than the critical F value of 9.01.  It was concluded that the selected model was
appropriate.  If the calculated F* had been greater than the critical F value, then a different
model (quadratic or weighted quadratic) would have been evaluated and consistent recoveries
and lack of fit would have been tested again with proper modification of the degrees of
freedom for SSLF.  Return to Step 4.

Reference

1. Neter, J., W. Wasserman and M. Kutner, Applied Linear Regression Models, 1989, Irwin, Inc,
Boston, MA.
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APPENDIX A

TABLE A1. SAMPLE DATA COMPILATION AND DETERMINATION OF ACCURACY OF
CALIBRATION MODEL

 

A B C

1 X = Conc. 1

µg/L
Pred Xij  2

µg/L
%Recovery

2 0.1 0.1094 109

3 0.1 0.0926 92.6

4 0.5 0.4828 96.6

5 0.5 0.4609 92.2

6 1 1.0196 102

7 1 0.9882 98.8

8 5 5.0781 102

9 5 5.0889 102

10 10 10.155 102

12 10 10.349 104
1 X = concentration of CAL standard.  Levels of X = 1 - j, replicates =  1 - i 
2 Predicted Xij = concentration calculated from regression model for a given Yij.

NOTE:  The weighted linear regression equation was y  = 0.0014148 + 0.3612397 X.
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APPENDIX A

TABLE A2.  SPREADSHEET TABULATION OF DATA TO DETERMINE F-TEST FOR LACK OF FIT

A B C D E F G

1  1X 2Y 4Pred Y

2 1/Xij Yij=(m/z 101/107)*(1/X) 3Mean Yj 4(Pred Yij)*(1/X) (MeanYj - PredYij)^2 (Yij-MEAN Yj)^2

3 10 0.409412140738561 0.3790897717 0.3753877 1.37053349457528E-005 0.000919446063506114

4 10 0.348767402681377 0.3790897717 0.3753877 1.37053349457528E-005 0.000919446063506114

5 2 0.35171017276265 0.3437878062 0.3640693 0.000411338989721146 6.27638915474167E-005

6 2 0.335865439688544 0.3437878062 0.3640693 0.000411338989721146 6.27638915474176E-005

7 1 0.369735548824696 0.3640767720 0.3626545 2.02285782420544E-006 3.20217544267144E-005

8 1 0.358417995303424 0.3640767720 0.3626545 2.02285782420544E-006 3.20217544267138E-005

9 0.2 0.367171010012092 0.3675596088 0.36152266 3.64447517258711E-005 1.51009076672299E-007

10 0.2 0.367948207738986 0.3675596088 0.36152266 3.64447517258711E-005 1.51009076672299E-007

11 0.1 0.366984493885163 0.3705014438 0.36138118 8.31792126127104E-005 1.23689370239679E-005

12 0.1 0.374018393805966 0.3705014438 0.36138118 8.31792126127104E-005 1.23689370239683E-005

13  5SSLF = 0.00109338229365937 0.00205350331116177 =6SSPE

14  SSLF/c-2 = 0.000364460764553124 0.000410700662232354 =SSPE/n-c

15 7F* = (SSLF/3)/(SSPE/5)=  0.887

1 X = concentration of CAL standard with weighting factor applied.  Levels of  X = 1 - j, replicates =  1 - i.  NOTE: If not using a weighted regression, then X  = concentration.  
2 Y = (Yij m/z  101/107area count ratio) times (the weighting factor, 1/X).  NOTE: If not using a weighted regression, then Y = m/z  101/107 area count ratio.
3 

Mean Yj = mean of Y for a given replicate level, i.
4 

Pred Y = predicted Yij using the chosen regression model for a given X with weighting factor applied.  NOTE: If not using a weighted regression, then Pred Y would not

  have the weighting factor applied. The weighted linear regression equation was y  = 0.0014148 + 0.3612397 X.
5 SSLF = lack of fit sum of squares.  Obtained by summing cells E3..E12. Degrees of freedom = c - 2 for 1st order polynomial.  For this example, degrees of freedom for SSLF = 3 . 

 NOTE: Degrees of freedom for a quadratic fit would be c - 3.
6
 SSPE = sum of squares pure error. Obtained by summing cells F3..F12.  For this example, degrees of freedom for SSPE = 5.

7 F* = calculated F for the given regression model.


